Linear vs. Logistic Probability Models: Which is Better, and When?
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In his April 1 post, Paul Allison pointed out several attractive properties of the logistic regression model. But he neglected to consider the merits of an older and simpler approach: just doing linear regression with a 1-0 dependent variable. In both the social and health sciences, students are almost universally taught that when the outcome variable in a regression is dichotomous, they should use logistic instead of linear regression. Yet economists, though certainly aware of logistic regression, often use a linear model to model dichotomous outcomes.

Which probability model is better, the linear or the logistic? It depends. While there are situations where the linear model is clearly problematic, there are many common situations where the linear model is just fine, and even has advantages.

INTERPRETABILITY

Let's start by comparing the two models explicitly. If the outcome variable $Y$ is a dichotomy with values 1 and 0, define $p = E(Y|X)$, which is just the probability that $Y$ is 1, given some value of the regressors $X$. Then the linear and logistic probability models are:

$$p = a_0 + a_1 X_1 + a_2 X_2 + \ldots + a_k X_k \quad \text{(linear)}$$

$$\ln(p/(1-p)) = b_0 + b_1 X_1 + b_2 X_2 + \ldots + b_k X_k \quad \text{(logistic)}$$

The linear model assumes that the probability $p$ is a linear function of the regressors, while the logistic model assumes that the natural log of the odds $p/(1-p)$ is a linear function of the regressors.

The major advantage of the linear model is its interpretability. In the linear model, if $a_1$ is (say) .05, that means that a one-unit increase in $X_1$ is associated with a 5 percentage point increase in the probability that $Y$ is 1. Just about everyone has some understanding of what it would mean to increase by 5 percentage points their probability of, say, voting, or dying, or becoming obese.

The logistic model is less interpretable. In the logistic model, if $b_1$ is .05, that means that a one-unit increase in $X_1$ is associated with a .05 increase in the log odds that $Y$ is 1. And what does that mean? I've never met anyone with any intuition for log odds.

HOW INTUITIVE ARE ODDS RATIOS?

Because the log odds scale is so hard to interpret, it is common to report logistic regression results as odds ratios. To do this, we exponentiate both sides of the logistic regression equation and obtain a new equation that looks like this:

$$p/(1-p) = d_0 \times (d_1)^{X_1} \times (d_2)^{X_2} \times \ldots \times (d_k)^{X_k}$$

On the left side we have the odds and on the right side we have a product involving the odds ratios $d_1 = \exp(b_1)$, $d_2 = \exp(b_2)$, etc.

Odds ratios seem like they should be intuitive. If $d_1 = 2$, for example, that means that a one-unit increase in $X_1$ doubles the odds that $Y$ is 1. That sounds like something we should understand.

But we don’t understand, really. We think we understand odds because in everyday speech we use the word “odds” in a vague and informal way. Journalists commonly use “odds” interchangeably with a variety of other words, such as “chance,” “risk,” “probability,” and “likelihood”—and academics are often just as sloppy when interpreting results. But in statistics these words aren’t synonyms. The word odds has a very specific meaning—$p/(1-p)$—and so does the odds ratio.

Still think you have an intuition for odds ratios? Let me ask you a question. Suppose a get-out-the-vote campaign can double your odds of voting. If your probability of voting was 40% before the campaign, what is it after? 80%? No, it's 57%.
If you got that wrong, don’t feel bad. You’ve got a lot of company. And if you got it right, I bet you had to do some mental arithmetic[1], or even use a calculator, before answering. The need for arithmetic should tell you that odds ratios aren’t intuitive.

Here’s a table that shows what doubling the odds does to various initial probabilities:

<table>
<thead>
<tr>
<th>Before doubling</th>
<th>After doubling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability</td>
<td>Odds</td>
</tr>
<tr>
<td>10%</td>
<td>0.11</td>
</tr>
<tr>
<td>20%</td>
<td>0.25</td>
</tr>
<tr>
<td>30%</td>
<td>0.43</td>
</tr>
<tr>
<td>40%</td>
<td>0.67</td>
</tr>
<tr>
<td>50%</td>
<td>1.00</td>
</tr>
<tr>
<td>60%</td>
<td>1.50</td>
</tr>
<tr>
<td>70%</td>
<td>2.33</td>
</tr>
<tr>
<td>80%</td>
<td>4.00</td>
</tr>
<tr>
<td>90%</td>
<td>9.00</td>
</tr>
</tbody>
</table>

It isn’t simple. The closest I’ve come to developing an intuition for odds ratios is this: If \( p \) is close to 0, then doubling the odds is approximately the same as doubling \( p \). If \( p \) is close to 1, then doubling the odds is approximately the same as halving \( 1-p \). But if \( p \) is in the middle—not too close to 0 or 1—then I don’t really have much intuition and have to resort to arithmetic.

That’s why I’m not crazy about odds ratios.

**HOW NONLINEAR IS THE LOGISTIC MODEL?**

The logistic model is unavoidable if it fits the data much better than the linear model. And sometimes it does. But in many situations the linear model fits just as well, or almost as well, as the logistic model. In fact, in many situations, the linear and logistic model give results that are practically indistinguishable except that the logistic estimates are harder to interpret (Hellevik 2007).

For the logistic model to fit better than the linear model, it must be the case that the log odds are a linear function of \( X \), but the probability is not. And for that to be true, the relationship between the probability and the log odds must itself be nonlinear. But how nonlinear is the relationship between probability and log odds? If the probability is between .20 and .80, then the log odds are almost a linear function of the probability (cf. Long 1997).

It’s only when you have a really wide range of probabilities—say .01 to .99—that the linear approximation totally breaks down.
When the true probabilities are extreme, the linear model can also yield predicted probabilities that are greater than 1 or less than 0. Those out-of-bounds predicted probabilities are the Achilles heel of the linear model.

A RULE OF THUMB

These considerations suggest a rule of thumb. If the probabilities that you’re modeling are extreme—close to 0 or 1—then you probably have to use logistic regression. But if the probabilities are more moderate—say between .20 and .80, or a little beyond—then the linear and logistic models fit about equally well, and the linear model should be favored for its ease of interpretation.

Both situations occur with some frequency. If you’re modeling the probability of voting, or of being overweight, then nearly all the modeled probabilities will be between .20 and .80, and a linear probability model should fit nicely and offer a straightforward interpretation. On the other hand, if you’re modeling the probability that a bank transaction is fraudulent—as I used to do—then the modeled probabilities typically range between .000001 and .20. In that situation, the linear model just isn’t viable, and you have to use a logistic model or another nonlinear model (such as a neural net).

Keep in mind that the logistic model has problems of its own when probabilities get extreme. The log odds \( \ln(p/(1-p)) \) are undefined when \( p \) is equal to 0 or 1. When \( p \) gets close to 0 or 1 logistic regression can suffer from complete separation, quasi-complete separation, and rare events bias (King & Zeng, 2001). These problems are less likely to occur in large samples, but they occur frequently in small ones. Users should be aware of available remedies. See Paul Allison’s post on this topic.

COMPUTATION AND ESTIMATION

Interpretability is not the only advantage of the linear probability model. Another advantage is computing speed. Fitting a logistic model is inherently slower because the model is fit by an iterative process of maximum likelihood. The slowness of logistic regression isn’t noticeable if you are fitting a simple model to a small or moderate-sized dataset. But if you are fitting a very complicated model or a very large data set, logistic regression can be frustratingly slow. [2]

The linear probability model is fast by comparison because it can be estimated noniteratively using ordinary least squares (OLS). OLS ignores the fact that the linear probability model is heteroskedastic with residual variance \( p(1-p) \), but the heteroscedasticity is minor if \( p \) is between .20 and .80, which is the situation where I recommend using the linear probability model at all. OLS estimates can be improved by using heteroscedasticity-consistent standard errors or weighted least squares. In my experience these improvements make little difference, but they are quick and reassuring.
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Here's the mental arithmetic that I did. A probability of 40% is equivalent to odds of 2/3. Doubling those odds gives odds of 4/3. And odds of 4/3 are equivalent to a probability of 4/7, which in my head I figured was about 56%. When I wrote this footnote, though, I checked my mental arithmetic using Excel, which showed me that 4/7 is 57%.

In current work, my colleagues and I are using a hierarchical, spatially correlated model to estimate the probability of obesity among 376,576 adults in approximately 2,400 US counties. The computational methods are demanding, and switching from a logistic to a linear probability model reduced our runtime from days to less than an hour.

13 RESPONSES

Meijian Guan says:
October 19, 2015 at 3:49 pm
Hi Hippel, very interesting article. This is the something that I don’t commonly see in other places. Everyone suggests using logistic regression when dealing with case-control studies. Actually I’m using linear mixed model for my case-control project, it works just fine.
One thing I don’t quite understand is the probability you mentioned in this article. You said if probability is between 0.2 and 0.8, linear regression works as well as logistic regression. Does probability here mean the ratio of case(or control) relative to total sample size? When we study a rare disease, the actual probability of getting this disease in whole population is 1%. But in our study, we recruit equal number of cases and controls, which means the probability of this disease in our study is 0.5. In this case, is it still OK to use logistic regression regarding the actual probability of this disease in whole population is extremely low.
I appreciate any comments from you.
Thanks,
Meijian

Paul von Hippel says:
March 28, 2016 at 10:01 am
It depends on whether you intend your conclusions to apply to your study sample, or to the US population. If you’re only generalizing to the study sample, then the probability of the disease is 50%, and — provided there are no covariate values for which the probability is more than 80% or less than 20% — you can safely use a linear probability model.

On the other hand, if you want to generalize to the US population, then you need to apply sample weights so that the weighted proportions in your sample estimate the corresponding proportions in the population. Since the weighted probability of disease in the population is 1%, you might need to use logistic regression.

However, you can’t generalize to the population if your study participants are just a convenience sample. You can only generalize to the population if your study participants were sampled from the population using probability sampling.

Milo Schield says:
April 8, 2016 at 8:11 pm
You noted that "The log odds ln[p/(1-p)] are undefined when p is equal to 0 or 1." This infinity problem in doing OLS on Log Odds is normally avoided by grouping individual data points, but choosing these groups is somewhat arbitrary. An alternate approach is to replace p=0 with p=epsilon and to replace p=1 with p=1-epsilon where epsilon is small (say 0.001). This avoids the infinity problem and the grouping problem. The OLS solution for Log Odds is qualitatively close to the MLE solution. The theoretical defects in this alternate approach are obvious, but pedagogically it allows beginning students using Excel to deal with binary outcomes. Q. What do you think of this alternate OLS Ln Odds approach?

Paul Allison says:
April 26, 2016 at 1:20 pm
When every observation is either 0 or 1, I don’t think this is an acceptable approach. Your coefficients will depend too heavily on the choice of epsilon.

Paul von Hippel says:
April 26, 2016 at 3:05 pm
I'm not sure how you're replacing $p=0$ with $p=\varepsilon$? What some people do is add a row to the data containing a “pseudo-case” where $Y=1$ and the $X$ values are typical for cases with $Y=0$. Then they run logistic regression as usual, perhaps assigning a low weight to the pseudo-case.

The approach is ad hoc and it involves some arbitrary choices. How many pseudo-cases do you need? What weight should you assign them? Still, it’s easy, it runs quickly, and the estimates can be serviceable.

There are more principled approaches when $p$ is close to 0 or 1, though. See Paul Allison’s post on logistic regression for rare events:

http://statisticalhorizons.com/logistic-regression-for-rare-events

zkurtz says:
May 4, 2016 at 2:07 pm
You mention the rare event bias — I have reason to suspect this bias is mythical — perhaps you can comment: http://stats.stackexchange.com/questions/169199/rare-event-logistic-regression-bias-how-to-simulate-the-underestimated-ps-with

Paul von Hippel says:
May 4, 2016 at 9:57 am
I’m not sure I understand your simulation. You’re simulating samples of a Bernoulli variable $Y$ with $n=100$ and $p=.01$. If you do this, then 37% of your simulated samples will have $Y=0$ in all 100 observations. What do you do then? Since the log of 0 is undefined, you can’t run logistic regression on those datasets using maximum likelihood. You have to use an estimator that smooths the estimated probability away from zero.

This is one of the problems that the logistic model has near $p=0$. By the way, in this situation the linear probability model is unbiased.

zkurtz says:
May 5, 2016 at 5:26 pm
Great point, and see updates to my link as a result. R failed to throw a warning because its “positive convergence tolerance” actually gets satisfied. More liberally speaking, the MLE exists and is minus infinity, which corresponds to $p=0$, so my new approach is to just use $p = 0$ in the edge case. The only other coherent thing I can think of doing is discarding those runs of the simulation where $y$ is identically zero, but that would clearly lead to results even more counter to the initial King & Zeng claim that “estimated event probabilities are too small!”

Paul von Hippel says:
May 5, 2016 at 6:53 pm
When all the Ys are 0, it’s reasonable to estimate $p$ as 0. But that’s not an estimate that comes from a logistic regression model. So you can’t use it to claim that logistic regression maximum likelihood estimates are unbiased when $p$ is near 0.

Let’s go back to the previous situation, where you were throwing out datasets if all the Ys were 0. Among the datasets that remain, the expectation of $Y$ isn’t .01 any more. It’s about .0158. If the estimand is .0158, and your estimates average .01, then you have bias.

zkurtz says:
May 6, 2016 at 7:02 am
That sounds good. So, ultimately I wonder if you would interpret your latter conclusion to mean that King & Zheng’s claim that “estimated event probabilities are too small” is incorrect.

Paul von Hippel says:
May 6, 2016 at 7:20 am
I replicated your simulation, using SAS PROC LOGISTIC. I simulated $n=100$ observations on a variable $Y$ drawn from a Bernouilli distribution with $p=.01$, and then fit an intercept-only logistic model to estimate $P(Y=1)$ with no correction for rare-events bias. I replicated this simulation 10,000 times.
Here is what I found:

1) Across all the datasets, 1% of cases had Y=1.
2) In 36% of the datasets, no cases had Y=1, so I could not run the logistic regression.
3) In the remaining 64% of datasets, 1.57% of cases had Y=1 and I could run the logistic regression.
4) Across those datasets, the average predicted probability from the logistic regression was 1.57%.

So you’re right: there’s no bias in these predicted probabilities. The predicted probability is equal to the true probability.

This is true not just on average, but within each simulated dataset. If there’s one case with Y=1, then the logistic regression will give a predicted probability of .01. If there are two cases with Y=2, the predicted probability will be .02. Etc.

However, this does not contradict King and Zeng’s results. If you look at their equation (16), you’ll see that the bias is a function of the regressors X, and there are no Xs in this simulation. Similarly, King & Zeng’s Figure 7 shows that there is essentially no bias when X=0.

You might consider seeing if you can replicate King & Zeng’s simulation.

Mat Weldon says:
June 26, 2016 at 9:02 am
This is an interesting article, and I think anybody using statistical models should realise that “all models are wrong” and not feel constrained by conventions. It will certainly make me consider the LPM in future.

However, I have a bit of a problem with the advice that if p is between 0.2 and 0.8 it’s fine to use LPM. You are talking about the probability, conditional on the covariates, but the whole point of regression is that usually we don’t know the probability, conditioning on the covariates, before we run the model. p-hat is an output of the model.

Especially when we have lots of covariates and some are continuous, it is impossible to say whether there are some regions of the design space where p-hat is closer to 1 or 0, and probably very likely that there will be.

I haven’t looked into this properly, but I suspect that a LPM is much more sensitive to high-leverage points at the extremes of covariate values.

Even more problematically, extreme covariate values will bias the coefficient downwards (attenuation), whether or not the corresponding outcome is 1 or 0, because the LPM expects outcomes that become large in absolute value as covariates become large in absolute value.

For example, if you have a mean centred, standardised covariate, and the corresponding intercept and coefficient are 0.5 and 0.2, then you add a data point at X=4, this data point will bias the slope down, whether or not it is a 1 or 0, because the model expects 1.3.

I don’t think this concern is abstract because with lots of covariates you’re bound to have some high-leverage points.

Reply

Jane says:
September 7, 2016 at 4:22 pm
Thank you for writing this clear and helpful post. I am sure to return to it and reference it.

I wonder if you would comment on the comparison between the two models when one wishes to include fixed effects. The LPM certainly retains the computational advantage in the FE case. I think it retains the interpretability advantage too—but I would really appreciate hearing your take on that, as well as whether the same rule of thumb re: moderate probabilities applies.

I haven’t come across a discussion of how the two models compare when FE are included elsewhere, but if you know of sources I ought to be consulting, I’d appreciate you pointing me toward anything else. Thanks again!
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